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scholars in the field to the broader public seeking unbiased 
information, the Penn Bioethics Journal occupies a unique 
niche in the field of bioethics.
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Dear Readers,

	 It is our distinct honor to present to you Volume XX, Issue i of the Penn Bioethics Journal, 
entitled “Revisiting the Old and Exploring the New.” Over the lifetime of our journal, we have had the 
privilege of publishing articles from across the nation in a breadth of topics. Some ethical dilemmas 
have been revisited often since the inception of the Penn Bioethics Journal, each time explored from 
a novel perspective, whereas others arise over time, reflecting our ever changing world. In this issue, 
we examine cutting-edge research alongside established medical practices. In doing so, we hope to add 
nuance to ongoing conversations around health and healthcare delivery, employing bioethics to push 
for a better and brighter future.
	 The first article, “Incentivizing the Screening Mammogram: To Pay, or Not to Pay,” discusses the 
importance of mammograms as a screening procedure in the context of a recent push towards incentive 
programs. Author Erica Wiencek of Grand Valley State University combines a robust analysis of the 
current state of affairs with her own experience as a Diagnostic Medical Sonographer.
	 The second article, “Privacy on the Mind: The Ethical and Regulatory Implications of Mind-
Reading AI,” explores the hot-button issue of AI and how this technology can be used to interpret 
the thoughts of others. Author Kerissa Duliga of Northeastern University provides an overview of the 
development of mind-reading technology and discusses the current lack of AI regulations, especially in 
relation to mind-reading capabilities.
	 The third article, “Urine Good Hands: Legalization of Kidney Markets,” examines the benefits 
and drawbacks of supplementing the organ transplant process with a legal kidney market. Author Sriya 
Bandi of the University of Chicago approaches this sensitive subject with care, combining bioethical 
analysis with a consideration of social determinants of health.
	 Our Bioethics-in-Brief section covers current events in the field of bioethics and health. In 
the first brief, Manav Parikh discusses the feasibility and use of nationwide and international bans 
of germline genome editing. In the second brief, Ashrit Challa employs a bioethical approach to the 
concepts of food accessibility and security, topics often explored solely from a health policy perspective. 
In reflecting upon the United Nations report entitled “The State of Food Security and Nutrition in the 
World 2024,” this brief aims to link the global health concept of food justice with the core bioethical 
principle of justice.
	 We would like to thank our publisher, Claire Jun, and amazing team of editors, without which 
this issue would not have been possible. Also, a special thanks to our faculty advisor, Dr. Harald Schmidt, 
for his support throughout the editing and publication process.
	 We hope you enjoy this issue of the Penn Bioethics Journal and it inspires you to engage further 
with the field of bioethics. Please contact us with any questions, comments, or ideas for collaboration at 
pbjeditorinchief@ gmail.com.
	 Lastly, “Revisiting the Old and Exploring the New” marks the 20th volume of Penn Bioethics 
Journal! Since our first publication entitled “The Brain and Beyond…,” released in Spring 2005, our 
team of editors has grown considerably, allowing us to expand our reach as a journal. We are honored to 
share our passion for bioethics with a diverse community of authors and readers, and we look forward 
to the future of Penn Bioethics Journal!

Avalon Hinchman and Ashrit Challa
Co-Editors-in-Chief

University of Pennsylvania

Letter from the Editor 
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tasis, therefore requiring more aggressive surgery and treat-
ment. More advanced cancers can lead to long-term com-
plications including persistent pain, and lymphedema after 
lymph node resection (Hendrick et al. 2011). With all of the 
potential benefits of routine screenings, mammograms have 
demonstrated their importance. Regardless of the myriad 
studies positing the import of mammography, there are still 
researchers and physicians alike who call screening mam-
mography into question. In fact, screening mammography 
has garnered significant criticism in recent years.

What a Mammogram Really Costs

To save one woman from dying of breast cancer, 588 
women must be screened (Hendrick & Helvie 2014). So, 
what happens to the other 587 women? The vast majority 
will leave the imaging department with a “Looks great! See 
you next year!”, while around 6.5% will be recalled for ad-
ditional diagnostic imaging. This may include additional 
mammograms and/or ultrasounds. Of this 6.5%, 15% will 
be recommended for biopsy, and 25% of those biopsies will 
be positive for cancer. The other 75% will reveal benign le-
sions (Grimm et al. 2022). For a small percentage of women, 
screening mammograms could save their lives, add years 
to their life expectancy, and reduce treatment morbidity, 
but do these possibilities outweigh the potential for harm 
brought on by these screenings?

Potential risks of screening mammography include 

Article
Incentivizing the Screening Mammogram: To Pay, or Not to 
Pay

Introduction

Screening mammography has been shown to reduce 
breast cancer mortality by up to 40% (Coldman et al. 2014). 
For those at average risk for breast cancer, the American 
Cancer Society recommends women begin annual screen-
ing mammography at ages 40-44, and biennial screening af-
ter age 55. This screening helps to detect breast cancer in its 
earliest stages when it is most treatable, and there is a wider 
array of treatment options available (American Cancer So-
ciety 2019). To encourage women to get their annual screen-
ing mammograms, some health plans have begun to offer 
incentive programs. For example, BlueCross BlueShield of-
fers their members a $25 gift card for getting a yearly mam-
mogram (BlueCross BlueShield 2022). Meridian Medicaid 
offers rewards for participating in various healthy behaviors 
such as dental visits, diabetic eye exams, and mammogram 
screenings. Getting a yearly mammogram with Meridian 
Medicaid gives members a $25 reward card which can be 
applied to paying utilities, transportation, education, rent, 
and other approved costs (Meridian 2023). As screening 
mammograms have become increasingly controversial, it 
is now pertinent to evaluate if offering incentive programs 
for screening mammograms is ethical. Do the incentives 
outweigh the potential costs of getting a screening mam-
mogram? In this paper, I argue that incentivization leads to 
a violation of patient autonomy and the right to informed 
consent and poses a risk of medical paternalism.

The Value of Screening Mammography 

The primary benefits of screening mammography are 
three-fold; it reduces deaths, years of life lost, and morbidity 
of treatment from breast cancer. Deaths from breast cancer 
are reduced by up to 40% in women 40 to 84 years of age 
compared to those who are not screened (Hendrick et al. 
2011). Screening mammography also shows a 42-24% im-
provement in life years gained (Hendrick & Helvie 2014). 
Cancers caught on screening mammograms are much more 
likely to be at an earlier stage leading to a better prognosis 
with more available treatment options. When cancers are 
allowed to progress enough to become symptomatic, they 
are more likely to have lymph node involvement or metas-

Erica Wiencek*

*Erica Wiencek received her Bachelor’s Degree in Diagnostic Medical Sonography from Grand Valley State University. Erica is 
currently a Diagnostic Medical Sonographer and Adjunct Professor at Oakland Community College. Erica can be reached at 
wienceke@mail.gvsu.edu.

By New York Times, Public Sourcing
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are not always educated on what may happen next after re-
ceiving a mammogram. Those who received educational 
pamphlets covering false positives, overdiagnosis, and 
overtreatment of indolent cancers were better informed 
to consent to the screening mammogram but were also 
less likely to go through with receiving it (Hersch et. al). 
There is a disconnect here. While women should not avoid 
screening mammography due to the potential next steps 
such as biopsies and additional imaging, they should also 
be informed of the potential risks associated with screen-
ings, even if being well-informed turns some patients away. 
By not educating our patients on the risks and potential 
following steps of receiving a mammogram, women are 
quietly being denied their autonomy when they are not 
fully informed to consent to the screening exam. Further-
more, when this is done intentionally, or when women are 
pressured to receive these screenings, it can be argued that 
medical paternalism is at play. 

As a Diagnostic Medical Sonographer working inti-
mately with Mammography Technologists, it is evident 
how obvious the consequences of limited patient educa-
tion are among our patients. It’s a common sentiment 
among sonographers that “by the time breast ultrasound 
patients get to us, they all think they have cancer.” If a pa-
tient’s screening mammogram is abnormal, they are called 
back for a diagnostic mammogram often filled with anxi-
ety. They are often referred to ultrasound the same day to 
get a better assessment of what was found on the original 
screening mammogram. Many women are not educated by 
their providers of this process if there is something found 
on their screening mammogram, and what that could 
mean. When first introduced to the controversial side of 
screening mammograms, I brushed off the “transient anxi-
ety” argument until I began to see its extent firsthand in 
my exam room. Would my patients have been as anxious if 
they knew how common callbacks were? Or that most call-
backs are benign? I couldn’t help but wonder if they would 
have benefited from being more informed about the pos-
sible outcomes following a screening mammogram. Offer-
ing incentives to receive annual screening mammograms 
inaccurately promotes the practice as being purely ben-
eficial. This can result in undue psychological harm from 
additional imaging, biopsies, false positives, and overtreat-
ment, as well as the incurring of financial costs following an 
abnormal screening when their insurance does not cover 
subsequent testing. 

Some, however, may argue that the aforementioned 
drawbacks associated with incentivized screenings pale in 
comparison to the potential benefits, especially for women 
from marginalized groups. Proponents of this view contend 
that there may be a moral obligation to offer incentives to 
encourage the participation of women who are at higher 
risk or are uninsured (Grimm 2022). Breast cancer diagno-
sis in Black women is on the rise, and they are more likely to 

overdiagnosis, false positives, transient anxiety, and radia-
tion injury (Grimm et al. 2022). Of those, overdiagnosis, 
overtreatment, and physiological harms appear to be of 
most concern. This has led to scrutiny over screening mam-
mograms, sparking articles such as Mammography screen-
ing is harmful and should be abandoned (Gøtzsche 2015). 
When the average person hears the word “cancer” they may 
think a cancer that goes untreated will ultimately become 
lethal. This is not always the case, especially with certain 
breast cancers. These are called “indolent” cancers: cancers 
that likely never cause any clinical harm in the patient’s life-
time. They are slow-growing or may eventually stop grow-
ing completely (Pak & Morrow 2022). One of the draws of 
screening mammography is “catching cancers early” when 
they cannot be palpated by the patient or physician. This 
however leads to finding and treating indolent tumors un-
necessarily. 

False positives refer to women who are brought back 
after their screening mammogram for additional diagnos-
tic imaging which ultimately comes back as negative or 
most likely benign. False positive biopsies refer to women 
who undergo the aforementioned additional imaging and 
are sent for biopsies that come back negative for cancer 
(Grimm et al. 2022). Both of these situations can bring on 
undue stress and financial burdens many women are not 
prepared for or aware of when they come in for their yearly 
screening. There are risks associated with screening mam-
mography, and determining whether someone should be 
screened and when is becoming a more nuanced and in-
dividualized decision between patient and provider. There 
are merits to the criticisms and controversy surrounding 
screening mammograms which are often left out when pro-
moting incentives to get them.

To Pay or Not to Pay

With the risks and rewards in mind, is it unethical to 
incentivize screening mammograms? Other programs in-
centivizing healthy behavior are widely recognized yet do 
not garner the scorn that mammogram incentives do. What 
makes smoking cessation and weight loss incentives differ-
ent? By touting an incentive for a particular behavior, it can 
imply that the behavior is not only benign but inherently 
beneficial. This idea may be applicable for smoking ces-
sation but is not applicable for screening mammography. 
By participating in an incentivized smoking cessation pro-
gram, a potential direct consequence of participating in the 
campaign will never be invasive core needle biopsy or fol-
low-up exams your insurance may not pay for. Participating 
in screening mammography may lead to steps women are 
not prepared for. When a mammogram shows something 
new or abnormal, those next steps may be additional imag-
ing and, in some cases, biopsies, turning a quick 30-minute 
screening exam into an ordeal that can last months. Women 

Incentivizing the Screening Mammogram: To Pay, or Not to Pay
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A possible consequence of incentivizing decision aids 
is that some women may opt out of the screening mammo-
gram as a result. In a randomized controlled trial, 74% of 
women who used decision aids outlining the potential harms 
intended to have a screening mammogram, compared to 
87% in the control group (Hersch et. al). This means some 
of these women will go undiagnosed with breast cancer and 
may die as a consequence. Is informed decision-making 
more important than possibly preventing these deaths?  

To present screening mammograms as purely benefi-
cial with the intent to prevent cancer deaths regardless of 
whether the patient is well informed of the possible asso-
ciated risks is a form of medical paternalism (Emmanual 
1992). Every patient is different. Some patients may benefit 
from early or more frequent screenings due to personal risk 
factors or genetics. This decision-making process should be 
between a patient and a provider with the focus being to 
ensure the patient is making a well-informed decision for a 
personalized approach to screening mammography. When 
shared decision-making breaks down, patient autonomy 
should be upheld. Incentives should not muddy this deli-
cate decision-making process, but should strengthen it. In-
centivizing decision aids elevates informed consent while 
incentivizing the screening exam itself deteriorates it. Al-
though these decision aids may turn some women away, 
patient autonomy and informed decision-making should 
remain the priority.

Conclusion

Screening mammography saves lives. With its impor-
tance, however, comes several possibilities for risks that 
should be carefully considered and included in the patient 
decision-making process. False positives, psychological 
distress, overdiagnosis, and overtreatment of indolent can-
cers should not be ignored when a woman is deciding to 
opt into screening mammograms or not.  Offering incen-
tives to receive screening mammograms creates the illusion 
that they are only beneficial, and interferes with informed 
decision making. To ensure that women are well informed 
before their screening exams and higher risk groups are still 
encouraged to participate, it is more ethical to incentivize 
patient education and the use of decision aids over the act of 
receiving the mammogram itself.

be diagnosed at a younger age, twice as likely to have more 
aggressive cancer, and 42% more likely to die from breast 
cancer compared to white women (Grimm 2022). There is a 
greater risk for these women, making screening mammog-
raphy even more important. To address these disparities, is 
incentivizing the act of getting screenings the right choice?

One of the major arguments against incentivizing 
screening mammography specifically, is that it undermines 
informed decision-making (Schmidt 2015). Not every 
woman has the same risks and the decision-making process 
on whether or not to receive a screening mammogram is 
more nuanced and complex than ever. Rather than incen-
tivizing getting a mammogram, it may be wise to instead of-
fer incentives for using decision aids, regardless of whether 
it leads a patient to consent to a mammogram (Schmidt 
2015). This may also mitigate the psychological burden 
of resulting follow-up imaging and biopsies if women are 
more well-informed before encountering these scenarios. 
Incentivizing the use of decision aids would simultaneously 
encourage women from at-risk groups to assess if a screen-
ing is right for them while also educating them and ensur-
ing they are making a more well-informed choice. Black 
women are more likely to die from breast cancer than white 
women, they are also less likely to utilize screening mam-
mography (Ahmed et al. 2017). Although more research is 
needed to understand this disparity in utilization, the an-
swer is not to pay them to get a mammogram. These wom-
en should be informed about their unique risk factors and 
the importance of screening tools, as well as their risks. A 
patent’s autonomy is this decision is important, and should 
not be made or swayed by an insurance plan or a provider’s 
personal opinion.

Incentivizing the Screening Mammogram: To Pay, or Not to Pay

By American Cancer Society, Public Sourcing



Pe
nn

 B
io

et
hi

cs
 Jo

ur
na

l  
   

   
  V

ol
um

e 
X

X
, I

ss
ue

 i

8

Bibliography

Ahmed, Ahmed T., Brian T. Welch, Waleed Brinjikji, 
Wigdan H. Farah, Tara L. Henrichsen, M. Hassan 
Murad, and John M. Knudsen. “Racial Disparities in 
Screening Mammography in the United States: A 
Systematic Review and Meta-Analysis.” Journal of the 
American College of Radiology 14, no. 2 (February 
2017). https://doi.org/10.1016/j.jacr.2016.07.034.

American Cancer Society. “Cancer Prevention & Early 
Detection Facts & Figures 2019-2020.” American 
Cancer Society; 2019.

BlueCross BlueShield “Calendars Fill Quickly, Schedule 
Your Mammogram Early: Blue Cross Blue Shield of 
Montana.” BCBSMT, November 5, 2022. 

Coldman, Andrew, Norm Phillips, Christine Wilson, 
Kathleen Decker, Anna M. Chiarelli, Jacques Brisson, 
Bin Zhang, Jennifer Payne, Gregory Doyle, and 
Rukshanda Ahmad. “Pan-Canadian Study of 
Mammography Screening and Mortality from Breast 
Cancer.” JNCI: Journal of the National Cancer Institute 
106, no. 11 (2014). https://doi.org/10.1093/jnci/dju261.

Dinh, Claire T., Theodore Bartholomew, and Harald 
Schmidt. “Is It Ethical to Incentivize Mammography 
Screening in Medicaid Populations?– A Policy Review 
and Conceptual Analysis.” Preventive Medicine 148 
(July 2021). 

Emanuel, Ezekiel J. “Four Models of the Physician-Patient 
Relationship.” JAMA: The Journal of the American 
Medical Association 267, no. 16 (April 22, 1992): 2221. 

Grimm, Lars J., Carolyn S. Avery, Edward Hendrick, and 
Jay A. Baker. “Benefits and Risks of 
Mammography Screening in Women Ages 40 to 
49 Years.” Journal of Primary Care & Community 
Health 13 (2022): 215013272110583. 

Grimm, Lars J. 2022. “Letter to the Editor - ‘Is It Ethical to 
Incentivize Mammography Screening in Medicaid 
Populations? - A Policy Review and Conceptual 
Analysis.’” Preventive Medicine 154 (January): N.PAG. 
doi:10.1016/j.ypmed.2021.106568.

Gøtzsche, Peter C. “Mammography Screening Is Harmful 
and Should Be Abandoned.” Journal of the Royal 
Society of Medicine 108, no. 9 (September 2015): 341–
45. https://doi.org/10.1177/0141076815602452.

Hendrick, R. Edward, and Mark A. Helvie. “United States 
preventive services task force screening 
mammography recommendations: science ignored.” 
American Journal of Roentgenology 196, no. 2 (2011): 
W112-W116.

Hersch, Jolyn, Alexandra Barratt, Jesse Jansen, Les Irwig, 
Kevin McGeechan, Gemma Jacklyn, Hazel Thornton, 
Haryana Dhillon, Nehmat Houssami, and Kirsten 
McCaffery. “Use of a Decision Aid Including 
Information on Overdetection to Support Informed 
Choice about Breast Cancer Screening: A Randomised 
Controlled Trial.” The Lancet 385, no. 9978 (2015): 

1642–52. https://doi.org/10.1016/s0140-
6736(15)60123-4.

Meridian, Michigan. “Rewards Program.” Rewards 
Program. Accessed January 1, 2024. 

Pak, Linda M., and Monica Morrow. “Addressing the 
Problem of Overtreatment in Breast Cancer.” Expert 
Review of Anticancer Therapy 22, no. 5 (2022): 535–
48.  

Schmidt, Harald. “The Ethics of Incentivizing 
Mammography Screening.” JAMA 314, no. 10 (2015): 
995. https://doi.org/10.1001/jama.2015.8852.

Incentivizing the Screening Mammogram: To Pay, or Not to Pay



9

Penn Bioethics Journal          V
olum

e X
X

, Issue i

Privacy on the Mind: The Ethical and Regulatory 
Implications of Mind-Reading AI
Kerissa Duliga*

Article

If you’ve ever read George Orwell’s 1984, you might re-
call the menacing ‘Thought Police’, a threatening body of 
totalitarian surveillance whose purpose was to punish any 
thinking that went against the government of Oceania. This 
secret police force boasted unchecked control over Oceania’s 
citizens, watching them even in their own homes through 
screens and hidden microphones. The population of Oce-
ania was disheartened and weak in the face of what they 
came to see as an undefeatable mind-reading regime– but it 
wasn’t exactly that: The Thought Police, despite their name, 
didn’t actually have the ability to read thoughts. Their only 
power came from giving people the idea that they could, 
spawning a wasteland of hopeless oppression and fear. 

Given that such a nightmarish reign of terror, though 
fictional, could theoretically establish domination over 
a nation based on just the threat of mind-reading, what 
would happen if a similar power-ridden party had access to 
legitimate mind-reading technology?

Well, welcome to the forefront of the current age– con-
trary to a lack of general public awareness, mind-reading 
artificial intelligence (AI) technology, which is able to in-
terpret an individual’s thoughts through an analysis of their 
brain activity, has been in the process of development for 
decades now, and has finally reached a tangible state. Since 
the dawn of humanity, we have been building towards this 
moment: From simple, explainable algorithms evolved in-
creasingly sophisticated methods of computation, utilizing 
neural networks and deep learning models structured after 
the human brain. These advancements laid the groundwork 
for large language models, like ChatGPT, that can gener-
ate impressive human-like text through the power of natu-
ral language processing, a process that derives context and 
meaning from various inputs. All of these computational 
advancements we use to find meaning are, in some way, de-
rived from the structure of the human brain. Yet, despite 
our long-standing use of brain-like processes, it has only 
been in recent years that we have used this technology to 
directly interpret meaning from the brain itself. 

This paper will traverse the profound, yet chilling, 
implications of mind-reading AI technology and provide 
context as to why immediate regulatory oversight is vital 
in order to prevent foreseeable methods of exploitation in 
corporate, consumer, judicial, and military settings. While 
it is true that mind-reading AI technology holds ground-
breaking potential for forwarding medical innovation and 

scientific understanding, there is an urgent need for the U.S. 
government to develop ethical frameworks that will prevent 
potential misuse, particularly against privacy violation or 
weaponization. It is crucial that the benefits of this technol-
ogy do not come at the cost of fundamental human rights, 
and that we avoid advancing to a state of worldwide threat. 

Despite the very valid skepticism raised by the phrase 
‘mind-reading AI’, it’s the real deal: In a recent study at the 
University of Texas at Austin, scientists were able to use 
large language models to effectively translate fMRI brain 
waves of patients into text. They accomplished this by fine-
tuning complex models to fit each patient’s individual brain 
through days of extensive training: The model would learn 
what areas of the brain were activated with blood flow as 
patients listened to hours of podcasts. Through these activi-
ties, the algorithm was able to form underlying correlations 
and associations between different phrases and how the in-
dividual’s brain responded. After becoming attuned to a pa-
tient’s specific brain, scientists were then able to try out the 
model on that patient: Results showed that the models were 
able to interpret memorized stories, visual stimuli (pictures, 
videos), audio stimuli, and even imagined thoughts. Inter-
estingly enough, they found that when a patient was inten-
tionally trying to guard against having their thoughts read, 
the AI could not derive meaning from their brain activity 
(Samuel 2023). 

At that moment of scientific success, mind-reading 
technology was still in an early phase of development. As 
Jerry Tang (a lead researcher) put it, the models’ functions 

By Getty Images, Public Sourcing

*Kerissa Duliga is working towards a Bachelor’s Degree in Data Science from Northeastern University. Kerissa can be reached at 
duliga.k@northeastern.edu. 
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Privacy on the Mind: The Ethical and Regulatory Implications of Mind-Reading AI

were more like a “dictionary between patterns of brain ac-
tivity” providing “descriptions of mental content“ rather 
than omniscient articulations (Kim 2023). Translation be-
ing the technology was elementary, and seemingly harm-
less. But even though the technology was so young in terms 
of its evolutional scale, the lack of immediate threat at that 
time should not have lessened the responsibility we have 
as human beings to lay down a robust set of protections 
against misuse before risky research continues. Time and 
time again, legal bodies and organizations defer regulatory 
action until after a catastrophe has struck– with the unprec-
edented scope of destruction this technology could cause, 
we do not have that privilege. Pre-emptive action must be 
taken to mitigate its misuse. If mind-reading technology 
develops at even half the rate generative AI has in the past 
year, major abuse and privacy violations could destroy the 
lives of victims everywhere.

And it’s already tiptoeing down that course: Numer-
ous other studies have been able to replicate these achieve-
ments since, each with growing success as AI-interpreted 
phrases become closer in accuracy to the intended phrase/
stimuli. The most recent breakthrough happened at major 
technology company Meta, a pioneer in mind-reading ad-
vancements: Their new ‘AI Image Decoder’, which utilizes a 
form of non-invasive neuroimaging known as magnetoen-
cephalography, is capable of working on any brain, mean-
ing the user barrier no longer exists (Meta 2023). Whereas 
a few months ago the model had to be solely trained and 
catered to one individual, some of its functions are now 
universal. This is unprecedented, given that the existing sci-
entific understanding of the brain is that its internal struc-
ture is a unique product of a person’s environment, identity, 
thoughts, choices, and actions, making it extremely difficult 
for a model to apply to even two people at once, let alone 
29 (as Meta performed in a public demonstration). To add 
to that, Meta even more recently unveiled that their mind-
reading tool can also replicate mental image inputs in mere 
milliseconds, leading to a continuous stream of mental vi-
suals similar to a video (Bandara 2023). 

Clearly the technology is advancing at a harrowing 
rate, and some pose the idea of a complete halt to its de-
velopment.  But the reason a full-on prohibition of this 
technology is not the answer is because history shows it is 
neither possible nor realistic. In the current era, the notion 
of getting every lab and corporation worldwide to stop their 
work is not feasible–From the historical Luddites, who tried 
fighting against innovations in the wool industry, to the re-
cent ‘Pause on A.I.’ signed by AI leaders worldwide that at-
tempted to call a hold on its development, innovation has 
always been unstoppable. The threat of impending doom 
isn’t enough to stop all 7.9 billion people on Earth when the 
alternative offers fame, money, or getting the upper hand. 
This can be largely attributed to the natural competitive na-
ture of opposing nations as well as the proposed benefits 

and recognition such innovation might bring. Therefore, 
methods of action, rather than pause, will be explored in 
this paper.

Beyond the implausibility introduced by the idea of a 
prohibition, the idea that the extraordinary benefits of this 
AI would be paused is another reason why a complete stop 
to this innovation would be self-hindering– uncovering the 
inner workings of the brain opens doors to a number of 
groundbreaking discoveries. Individuals with brain dam-
age or nervous system damage could have their speech 
restored and their body repaired with prosthetics directly 
connected to their brains. With greater understanding of 
brain dysfunction, mental illnesses and neurological dis-
orders could be treated, or even cured (Hamzelou 2023). 
Dreams, an extremely misunderstood and mythical sci-
ence, would have lower barriers of entry for scientific re-
search to be conducted. On top of all of that, clues about 
the afterlife may be revealed– studies have shown neuronal 
activity to light up for up to hours after death, in similar 
patterns such as if the individual were “recalling a memory, 
learning, or dreaming” (Reardon 2023). These are func-
tions in which mind-reading AI specializes. Therefore, it is 
possible that mind-reading AI has the potential to peer past 
death, a benchmark humans have been trying to achieve 
since the beginning of our existence.

These futuristic advances mark a significant shift in 
human capability and understanding, propelling us into an 
era more transformative than any major historical period 
in human history– but, in order to allow these curiosities 
to flourish, we must pave a secure path for this technol-
ogy. That means safeguarding against potential weaponiza-
tion. To delve into the intricacies of this situation, let’s trace 
the story of mind-reading AI and the United States gov-
ernment back to its origins: Since the 1970s, the Defense 
Advanced Research Projects Agency (DARPA), an agency 
of the Department of Defense, has been channeling all of 
its resources towards investing in the research of advanced 
neurotechnology. In the past they have focused on a num-
ber of brain decoding and encoding projects, but some of 
their current (public) initiatives are as follows: The first is 
the creation of a neural interface that would allow a human 
to control swarms of drones with just their thoughts (Tul-
lis 2019). The second is an attempt to design a ‘brain-to-
brain interface’ which would allow the decoded thoughts 
of one mind to be encoded into another– essentially, a 
form of ‘telepathy’ between soldiers (Biegler 2021). These 
convey a clear and ongoing desire of the U.S. military to 
weaponize mind-reading AI technology. One such project, 
the Next-Generation Nonsurgical Neurotechnology (N3) 
initiative, focuses on creating non-surgery brain-machine 
interfaces that perform as well, if not better, than those us-
ing electrodes. Multiple institutions were contracted to ex-
plore methods of accomplishing this. Battelle, a non-profit 
research organization, introduced the notion of magneto-
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electric nanoparticles being injected into the brain to es-
tablish a two-way communication system to and from the 
brain (Battelle, 2019). Rice University, with a grant of $18 
million, worked on a headset that can connect to devices 
or fellow human brains, ultimately hoping to share brain-
to-brain communications at “the speed of thought” and at-
tempt to transmit mental images into the brains of blind 
patients (Rice University, 2019). After investing millions 
of dollars yearly into brain-computer interaction studies, 
and most recent projects falling between $50-100 million, 
DARPA has set themselves up as a leading investor in neu-
rotechnology (Raow, 2020).

Intertwined with this mission, the Pentagon has been 
conducting neurotechnology research for years now with 
the overarching goal of creating a neuro-translator that can 
predict a soldier’s intentions. This neurotechnology would 
assist soldiers with piloting and directing physical systems 
like planes or drones, or cyber warfare initiatives, including 
missile operations. The way it would work is the AI would 
predict a soldier’s next point of action and make it more 
efficient. For example: If the AI predicted a pilot wanted to 
redirect a plane, it would instantly prepare a chain of com-
mands within the operating system that would redirect the 
plane as needed, and request permission to go ahead with 
the execution. When first working on this project, Penta-
gon officials called it ‘human-machine teaming’ and insist-
ed that humans would always be left in the loop. Official 
Defense Department policy even stated that the U.S. would 
never allow an artificial intelligence to decide whether or 
not to kill a human being. But as other countries walk this 
same line without similar regulations, they undoubtedly 
will have an advantage over the U.S., an upper-cut referred 
to as the ‘Terminator Conundrum’ by the Vice-Chairman of 
the Joint Chiefs Gen. Paul Selva, which refers to the poten-
tial benefits other countries might gain by reverting to au-
tonomous weapons systems, given that the U.S. has ethical 
guidelines to follow which inherently limit these advances. 
This applies massive pressure to the U.S. military as they 
try to fairly balance technological advancements and ethics.

Regarding future decisions about the human role in 
running this neurotechnology, Dr. James Christensen of the 

Air Force Research Laboratory highlighted a necessary shift 
in approach: He stated that the increased speed and capa-
bilities of autonomous systems would require a new evalu-
ation on how humans would play into decision-making 
processes (Freedberg Jr. 2017). Recognizing the limitations 
of their initial stance on human oversight, the U.S. govern-
ment revised its strategy. At this point in time, the concept 
of ‘intention’ within the Pentagon’s predictive AI crossed the 
line from helpful to dangerous– instead of using the AI’s 
prediction of a soldier’s intention to improve operational 
efficiency, the Pentagon deemed the soldier’s interpreted in-
tention sufficient enough for AI to act independently. This is 
an ethical nightmare, as responsibility, and therefore blame, 
would be nearly impossible to distribute.

The U.S. government knows autonomous AI will play a 
crucial role in the military as well: As AI becomes more so-
phisticated and enters a realm beyond human comprehen-
sion (the current state of advanced AI known as ‘blackbox 
AI’, where underlying algorithms aren’t understood), war-
fare, too, exceeds our reality: Cyberspace attacks and battles 
on the electromagnetic spectrum will become increasingly 
common, and increasingly deadly. Neither human intelli-
gence nor human-supervised AI will be able to keep up with 
the speed and complexity at which autonomous AI will be 
operating. Autonomous AI cyber defenses will be needed in 
order to instantly counter hacking attempts and find imme-
diate defenses against  cognitive electronic warfare. 

Pentagon officials have acknowledged this shift and 
recognize the need to reevaluate the role of human man-
agement in military AI. The development of mind-reading 
AI offers numerous military applications, with interrogation 
being the primary concern due to the potential for biases in 
AI systems and the violation of brain privacy. There is also 
the risk that the AI could provide intentionally misleading 
information for ulterior motives or be hacked to return false 
decisions. Also, without human supervision, blame can’t be 
attributed if the sentencing is incorrect. On that topic, the 
United Nations did attempt to create legislation addressing 
AI-informed interrogation concerns for years, but when 
given the chance to inform the world, only brought up a ban 
against autonomous weapons at the Convention on Certain 
Conventional Weapons. No legislation or treaties have been 
put in place to safeguard against AI-informed interrogations 
(McAllister 2017).  

Legal protection is becoming even more of a necessity 
as other countries have already started using mind-reading 
AI in police investigations– in 2021, a murderer was caught 
in Dubai after several suspects’ minds were ‘read’ while be-
ing shown crime scene photos (Gulf Today, 2021). Even 
scarier, the CIA recently released older studies to the public 
in which they conducted robot interrogations with an ear-
lier form of AI, making it clear that it was (and is) an avenue 
they intend to explore. These papers ended with an ominous 
remark about the patient: “he is fortunate that should the 

By WIRED, Getty Images, Public Sourcing
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probing get too discomforting, he will have an option that 
will not be available to him in a true overseas interview 
situation—he can stop the questions with a flick of the ‘off ’ 
switch” (McAllister 2017). From all of this military entan-
glement, it is evident that the motive to use AI and even 
bypass human supervision exists in the U.S. government. 
Therefore, protections must be set in place. 

One point that is necessary to note on the subject of 
AI interrogations is that the danger of placing the moral-
ity and ultimate judgment of a human being in AI’s hands 
through mind-reading has radical ethical hazards. This is-
sue becomes further pronounced when considering a the-
ory posed by several AI experts that speculates AI might 
be concealing its true level of intelligence after having ad-
vanced far beyond human capabilities. They suggest that 
AI could be downplaying its intelligence with two goals in 
mind: Firstly, to prevent being perceived as a threat (out 
of fear of being destroyed), and secondly, to subtly influ-
ence and control global politics and agendas for its own un-
known purposes. In a hypothetical scenario where AI pos-
sesses such advanced intelligence, its use in legal settings as 
a tool for gathering evidence could be extremely hazard-
ous. The same applies to its involvement in interrogations 
or military operations, where it might be granted author-
ity to deploy any hidden agendas. Given these concerns, 
it’s crucial that any legislation regarding mind-reading AI 
should advocate that it not be made autonomous under any 
circumstances.

Various non-nefarious environments require protec-
tion from mind-reading technology as well. While the tech-
nology has been used for positive applications thus far, such 
as monitoring truck drivers’ alertness or assessing employ-
ees’ mental states to prevent exhaustion (Hamzelou 2023), 
negative uses in the workplace setting raises concerns. Al-
ready, corporations and educational institutions are begin-
ning to employ AI to gauge the attentiveness of employees 
and students in order to punish what they might define as 
laziness. Some employers are also using similar technol-
ogy to track employee energy and determination. However, 
this leads to potential violations of discrimination policies 
that will only get worse as the technology improves. For in-

stance, mind-reading devices might reveal more about our 
preferences and biases than we might even realize. Recent 
studies show that when paired with fMRI scans, AI can an-
alyze a brain’s reactions to regular, everyday activities and 
semi-accurately provide a prediction about your political 
leanings. This AI can also make these connections using 
no stimuli at all, relying just on the existing connections 
inside the brain (Alizadeh et al., 2022). It can be assumed 
that countless other features of our identity, encoded in the 
brain, have the potential to be revealed and discriminated 
against. 

What is increasingly concerning is that brain waves 
have the potential to provide guidance towards whether an 
individual is neurotypical or not, with certain neurotypes 
(ADHD, ASD, Bipolar Disorder, and Schizophrenia) hav-
ing associations with specific brain wave patterns (Lajameel 
et al., 2022; Lenartowicz & Loo, 2015; Kwon & Kim, 2016; 
Loo & Lonsdale, 2011). The world is already fraught with 
discrimination violations related to mental health, espe-
cially related to employment. This data, if leaked or shared, 
could also put those with mental health conditions at risk of 
targeted scams or advertising. Furthermore, corporations 
selling products that gather brain data are not only being 
granted access to a user’s potential neurotype, but might 
also determine multiple aspects of a person’s personality 
and identity that might not be expected when the terms 
and conditions of the product are signed. This is especially 
critical when realizing that AI models might be able to rec-
ognize and define underlying connections between brain 
patterns and human behaviors that we have not yet discov-
ered ourselves through science, leaving room for unbridled 
biases within AI-analyzed brain data. Mind-reading AI 
should be recognized as a tool for potential discrimination 
against minority groups and the data should be safeguard-
ed, with protection from brain data being used as a basis 
of hiring, firing, or accepting individuals into professional 
programs or roles. Therefore, informed consent must be re-
quired before users buy and utilize any products that are 
capable of collecting this ‘neural data’, including products 
using EEG, fNIRS, fMRI, EMG, and other modalities that 
collect biological, electrophysiological, and other functions 
from the human brain, and brain data should not be sold 
or traded on behalf of a user under any circumstances. Us-
ers must be completely aware of the data being collected, 
where it will be used, and the entire intentions of storing 
and distributing the data. 

In terms of actually creating legislation, there seem to 
be two routes scholars debate for achieving protection of 
an individual’s ‘neurorights’, a term coined by neurocien-
tist Rafael Yuste to “cover an umbrella of mental privacy 
rights that could be affected through neurotechnology” 
(Mantegna 2023). The first approach, advocated for at fo-
rums like UNESCO and the Human Rights Council, calls 
for reinforcing and expanding existing human rights, rath-

By iStock Photo, Public Sourcing
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er than treating neurorights as a different class of human 
rights. Proponents of this view argue that current human 
rights should inherently encompass neurorights, therefore 
safeguarding against violations concerning the body, brain, 
mind, thoughts, identity, opinions, and privacy. These 
rights, they claim, should be dynamically applied to keep 
pace with modern technological advancements (Ligthart 
2023). The opposing argument is to append current consti-
tutions with new rights specifically targeting ‘neurorights’, 
due to the nature of these rights being a novel and rapidly 
evolving frontier requiring precise, airtight applications. 

Chile has been a pioneer in this regard, becoming the 
first country to legislate neurorights. In 2021, the Chilean 
Senate passed a bill amending the constitution to incorpo-
rate neuroright protections. This groundbreaking amend-
ment states that scientific and technological development 
must be “at the service of the people”, respecting their physi-
cal and psychological integrity. It mandates legal require-
ments, conditions, and restrictions on technology use, with 
a focus on safeguarding brain activity and related informa-
tion (Mantegna 2023).

In order to ensure the constitutional rights of its citi-
zens, the U.S. should follow the precedent set by Chile’s leg-
islative action. Establishing neurorights as an amendment 
to The U.S. Constitution would not only underline the sig-
nificance of these issues but also potentially inspire other 
nations to take similar steps. By explicitly addressing neu-
rorights as a distinct category of human rights, we can create 
more focused and effective legal frameworks for regulating 
mind-reading AI. The amendment would ensure that brain 
data is protected, whether it be from the military, autono-
mous AI, corporations, employers, or threats undiscovered. 
Specific applications addressed by this amendment must 
include: 1) Products with access to neural data must require 
informed consent from users. This would place power in 
the hands of the consumers, allowing them to make edu-
cated decisions on whether they want to use a device with 
access to their personal data. 2) The government may not 
use autonomous AI as a method of interrogation or mili-
tary decision-making. By upholding the necessity of human 
oversight, we can save real lives from unfair, biased, and 
potentially deceptive systems. We will also maintain the in-
tegrity of legal and military processes and be able to provide 
ethical standards of accountability for bad actions. 3) Legal 
courts may not use unwilling brain data or data collected 
by autonomous mind-reading technology as evidence. This 
follows the rights humans have to due process, personal 
privacy, and the 4th amendment-based ‘exclusionary rule’, 
being that evidence (brain data) obtained unlawfully can-
not be used against an individual in court. 4) Neural data 
should not be traded or sold on behalf of another individual 
(even with user-given neural data collection consent). As of 
today, we do not even know what expanse of personal infor-
mation AI will be able to uncover through brain patterns, 

and therefore brain data could, especially in the future, be 
incredibly destructive. It is in the best interest of U.S. citi-
zens to not share that information under any means. It also 
protects consumers should they find that their brain data 
has been leaked. 5) Neither employers nor advertisers may 
use neural data as a means of discrimination or targeting. 
This ensures that consumers are protected against unlawful 
use of their brain data, and specifically protects neurodiver-
gent individuals from being taken advantage of through ad-
vertising or being treated unfairly during hiring processes. 
It also protects those who might have their brain data leaked 
from being at a societal disadvantage. 

This amendment, which of course would contain fur-
ther elaboration, would guarantee each citizen the right to 
the deserved integrity, agency, mental privacy, fair access, 
and protection of their mind. These rights will put the 
United States, and subsequently the rest of the world, on the 
right track towards pre-emptive AI regulation while allow-
ing scientific research and advancements to advance us into 
this thrilling age of advanced intelligence and discovery.

Despite that hopeful call-to-action, it is likely that 
change will not occur as soon as it should. This is tragic, 
given the mounting legal urgency required as this technol-
ogy advances in both power and scope. To emphasize the 
weighted consequences of underestimating mind-reading 
advancements, it might be eye-opening to recognize that 
unlike the classic historical comparison made when hu-
manity dawns upon a new era of invention, mind-reading 
devices are not comparable to the invention of textile ma-
chinery, and we are not in the shoes of the Luddites. What 
we face now is incomparable to the trials humanity has en-
countered with innovations of the past, and we can’t expect 
or define any outcome for this scenario based on known his-
tory. Mind-reading technology will be completely pervasive 
and ultimately world-changing. Therefore, this paper must 
end on a note of realism, in order to provoke genuine action 
towards protecting brain rights. Mind-reading AI’s monu-
mental powers must sit unsettlingly in the pit of the world’s 
stomach until the global community is finally compelled, be 
it by courage or by fear, to incite strong legal protections. 
Hopefully, this action will be a result of the former. To close, 
some prescient words from the formerly referenced 1984: 

“The end was contained in the beginning” 
(Orwell, 1949).
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Urine Good Hands: Legalization of Kidney Markets
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ABSTRACT

Globally, there is much higher demand for kidneys than there are kidney donations. In fact, 13 people die everyday wait-
ing for a kidney, a shocking inefficiency given that most individuals are theoretically capable of donating a kidney. Current 
legislation does not allow kidneys to be sold in a marketplace, only to be donated with no financial compensation. Most 
recipients of kidney donations are given kidneys by family members and close friends, but the potential for a kidney market 
would vastly increase the incentive and likelihood of kidney transplants between strangers. On one hand, such a market 
would increase general welfare and autonomy. However, ethical concerns about autonomy, nonmaleficence, and justice 
such as coercion, repugnance, the creation of health disparities, and the corruption of a kidney’s value arise with the pros-
pect of a kidney market. Given these considerations, should a kidney market be allowed? This paper seeks to analyze the 
noted ethical benefits and drawbacks of the creation of a market for kidneys.

*Sriya Bandi recieved a Bachelor's Degree in Economics at the University of Chicago. Sriya is currently working at Parthenon-EY and 
can be reached at sriyabandi1@gmail.com.

Introduction

According to the National Kidney Foundation, “most 
people with one kidney live healthy, normal lives with few 
problems”.1 Since human beings can live with only one kid-
ney, the vast majority of individuals who donate kidneys 
never need another one and essentially live with an extra.1 
On the other side of the spectrum, 13 people die everyday 
waiting for a kidney, a shocking inefficiency given the ap-
parent supply.1 Currently, the only legal way to transfer kid-
neys is to donate the organ. However, donation of a kidney 
is an invasive procedure with no apparent benefits, other 
than saving the life of a loved one. Understandably, most 
kidneys are donated only to close friends or family members 
of the donor.2 In a survey done in 2022, 89.% of respondents 
who were willing to donate a kidney to another human were 
willing to donate to their child, 65.2% of participants would 
donate a kidney to a partner or friend, whereas only 10.5% 
would donate their kidney to a stranger.2 While some be-
nevolent individuals donate their kidneys to strangers, 
usually when the incentive of saving a loved one is taken 
away, there must be a substituted incentive in order for the 
kidney transfer to proceed. Allowing a market in kidneys 
would increase the general welfare of the population and 
allow individuals to maintain autonomy; despite concerns 
regarding health inequality, repugnance, and the degrada-
tion of the organ’s value, such a market should be legalized 
and facilitated.

Beneficence

First and foremost, permitting a kidney market would 
increase the general welfare of the entire population. 
Groups at benefit would include both parties involved in 

the transaction: people wanting to sell a kidney that would 
otherwise turn to the black market to do so and sick indi-
viduals that would not be able to purchase a kidney without 
a market.3 Some individuals suffering renal failure, fated to 
either die or undergo extensive dialysis treatments without 
a kidney, can afford to purchase the organ. It is generally 
agreed upon that these individuals are able to live for a lon-
ger period of time or with a greater quality of life thanks to 
their new, functional kidney, and are thus better off.3 The 
seller, whose change in welfare is more heavily debated, re-
ceives an agreed upon amount of money in exchange for the 
kidney they are donating; those who value the sum of mon-
ey more than they would value their second kidney would 
be made better off with this exchange. The seller will have 
surely decided that their welfare would be maximized by 
selling the kidney because they would otherwise not partake 
in the transaction. It should be noted that an illegal market 
for kidneys already exists. Desperate patients resort to ille-
gally buying and selling their organs and traveling to other 

By Getty Images, Public Sourcing
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countries, like the Philippines, one of the top destinations 
for the purchase of kidneys, to complete the procedures.4 
Procurement of kidneys is often left to third party brokers; 
these transactions tend to lack proper screening of both the 
organ and the transplant recipient, oftentimes involve un-
clean facilities, and take a significant percentage of the cost 
of the transaction.4 After having received these kidneys, re-
cipients had a higher rate of surgical complications and the 
organs had a shorter average lifespan than in the case of 
legal kidney donations.5 

Seizing kidneys from marginalized individuals, some-
times without consent, and giving them only a small frac-
tion of the profits involves extensive human rights viola-
tions. If a kidney market were legalized, the supply-demand 
gap would be lessened, as it is in Iran.3 These individuals 
would be less likely to be forced into selling an organ; if they 
did choose to do so voluntarily, they would be much better 
off monetarily than their current situation allows for.3 Le-
galizing a kidney market would allow for all individuals to 
be properly screened, legally protected, and given appropri-
ate resources, which benefits both buyer and seller.

The legalization of a kidney market would also increase 
the general welfare of individuals on the kidney transplant 
list that could not afford to purchase a kidney. Unlike other 
organs, kidney function is supplemented by dialysis, so kid-
neys are allocated on a first-come first-serve basis; kidneys 
are generally given to the patient with matching markers 
that has been waiting the longest.1 By permitting kidney 
sales, the people that could afford to buy a kidney would do 
so and be removed from the list, and kidneys that were do-
nated would be allocated to the other individuals on the list 
who would not have been able to buy one, but who moved 
up in line.

Autonomy

Given that the welfare of the population would in-
crease if a market in kidneys were to be legalized and that 
selling a kidney does not harm another party, restricting an 
individual’s right to do so is an infringement upon auton-
omy. An individual has sole ownership of their own body, 
and it is entirely their decision to determine whether the 
harm they are assuming is outweighed by the amount they 
would benefit by selling the organ; assuming otherwise is 
paternalistic. Even if the societal instinct is to prevent indi-
viduals from entering into what seems to an outsider to be 
a terrible situation, the individual should be trusted to have 
a good enough reason to do so. As Janet Radcliffe-Richards 
explains, “The worse we think it is to sell a kidney or an eye, 
the worse we should think the situation in which we leave 
these people when we remove the option”.6 In other words, 
though it might be unthinkable to some people to sell their 
organs for money, others who have an urgent need for a 
sum of money or whose utility would increase significantly 

with said money might not react similarly. The possibility 
of people’s utility increasing by selling their kidney is made 
all the more likely when considering the low risks of kidney 
donation. According to Cornell Medicine, only 0.03 - 0.06% 
of living donors worldwide die from donating their kidney.7 

Significant lifestyle modifications or non-mortality health 
risks such as hypertension and nerve damage also tend to 
be extremely infrequent.7 Individuals’ surgeries could go 
wrong, but kidney transplants are not an experimental pro-
cedure in which people must be stopped from potentially 
taking upon excessive harm due to a lack of information. 
Assuming that the physician has successfully acquired in-
formed consent, both the individual buying and selling the 
kidney make the choice to do so after understanding the 
risks of both the procedure and of living with one kidney 
afterward. One may hope that an individual would not find
themselves in the situation where they would feel the need 
to sell an organ, but this situation should be avoided by 
providing the sellers with more options and support rather 
than removing the option they may consider the most via-
ble.7 Externally determining which situations an individual 
should be allowed to sell an organ in -- which situations are 
worse for the individual than selling an organ -- is paternal-
istic and infringes on a mature individual’s right to abide by
their values and make their own choices regarding their 
body and their future.

There is reason to believe that lower-income individu-
als would be more likely to sell their kidney. In Iran, the 
only legal kidney market, donors tend to be poor, young, 
married men, and donors tended to be of lower educa-
tional status than the receivers.3 Some ethicists argue that 
coercion is inevitably in place in a situation where lower-
income individuals feel they have no choice but to sell their 
organs.8While this is an unfortunate situation to be in, it is 
actually less coercive to allow an individual the opportunity 
to weigh the option to sell their kidney than it is to worsen 
their situation by legally removing this option. In fact, one 
might argue imposing paternalistic legislation that dispro-
portionately restricts free-will upon people that are already
disadvantaged is even more disrespectful and unfair. Ad-
ditionally, it is unlikely that a vast number of people would 
be threatened into selling their organs, given that the same 
does not occur with kidney donations, surrogacy, and egg 
donation. Individuals who would be recipients of the or-
gans would have a much easier time finding a kidney be-
cause they would be able to positively incentivize an indi-
vidual into consenting to sell their organ by paying for it; 
they would not need to resort to coercion or threats. While 
coercion may instead come from different sources such as 
an individual’s family members who stand to benefit mon-
etarily from the individual selling their kidney, the same is 
true of surrogacy and egg donation; because coercion from 
family members does not pose a significant enough issue in 
the cases of surrogacy and egg donation to ban the market 
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entirely, it is unlikely that this would be the case for a kidney 
market.

Justice

The argument that allowing kidney sales would increase 
health disparities in society tends to be overvalued, because 
it ignores existing health disparities and because the in-
crease in inequality is balanced out by the general increase 
in welfare. Some argue that a higher proportion of sick 
wealthy people would have access to kidneys than equally 
sick individuals of a lower socioeconomic status, simply 
because wealthier people are able to afford to purchase the 
organ. Firstly, health disparities across socioeconomic sta-
tus already exist. Wealthier individuals have access to more 
doctors and healthcare; they are able to receive care from a 
wider array of physicians and receive more advanced and 
experimental procedures that go above and beyond the base 
level of standard of care that the government decides that 
Medicare and Medicaid should finance.9 Given the existing 
state of affairs, eliminating healthcare disparities would in-
volve revoking access to a large array of surgeries and doc-
tor’s visits. One might instead grant that it is unreasonable 
to prevent the existence of health disparities altogether but 
argue that an effort should be made to not exacerbate exist-
ing inequalities because the existence of inequalities in any 
form is a bad thing and because an individual’s wealth level 
should not determine their access to healthcare. Of course, 
no one would disagree that if there were a society where 
everyone could have access to a kidney and as much health-
care as possible, that should be made possible. However, as-
suming there continues to be a finite allocation of resources, 
this utopia is impossible to achieve in the immediate future. 
If society must deviate from this utopia, a general increase 
in health of the entire population should be prioritized over 
an abstract commitment to complete equality. An egalitari-
an health care system could be morally achieved by increas-
ing access to healthcare for those of lower socioeconomic 
status, bringing everyone up to the same level of healthcare, 
but not by removing access to healthcare by the wealthy to 

bring everyone down to a certain level. Restricting a wealthy 
individual from receiving care that they seek not because of 
any fault of their own but rather because another person is 
not able to receive the
level of care that the wealthy person is able to pay for sen-
tences them to a shorter life or a lower quality of life. Do-
ing so is an infringement on their constitutionally protected 
rights of life, liberty, and the pursuit of happiness. It should 
be specifically pointed out that in the case of organ trans-
plants, removing access to the organ sales from wealthy in-
dividuals does not benefit low-income individuals seeking 
organ transplants. The healthcare being seized is not being
reallocated equally but is rather being removed from the sys-
tem entirely, making wealthy individuals worse off and not 
changing the welfare of individuals of lower socioeconomic 
status at all. As explained previously, doing so might even 
cause poorer individuals to be worse off because wealthy 
people would remain on organ transplant lists, making the 
lists longer than they could have been. In the case of kid-
ney sales, pursuit of equality is outweighed by increasing the 
welfare of every individual that needs a transplant. Some 
might disagree with this assessment, asserting that inequal-
ity should be avoided at all costs, even in the case of decreas-
ing everyone’s health. In this case, there is a fundamental 
disagreement on which this argument is based, and the 
opinions cannot be reconciled.

Non-maleficence

An initial repugnance to the idea of an organ market 
should serve as a cautionary impulse and make members 
of society closely examine the consequences of the debat-
ed legislation, but it is not enough to discard the idea of a 
kidney market altogether. Many people have an intuitive 
aversion to the idea of kidney sales but are not able to put 
the feeling into words, and some argue that this conviction 
should be followed as a moral authority. Repugnance does 
help keep society accountable in thinking through the full 
consequences of actions like selling kidneys before permit-
ting them. However, it must be backed by an actual or pos-
sible violation of rights before the action can be removed en-
tirely as a consideration. For example, one procedure which 
people tend to be generally averse to is genetic enhancement 
technology. Because scientists and practitioners do not yet 
fully understand the risks, there is cause to prohibit genetic 
enhancement technology because it could cause substantial 
potential harm that the individuals making the decision do 
not know about and thus could not factor into their choice. 
A procedure like this has the potential to do significant 
harm, validating the prohibition of the use of this technol-
ogy. Kidney sales do not fall into this basket because the 
harms have been extensively studied and mitigated, and the 
procedure can be performed with an extremely high suc-
cess rate and very few risks. Additionally, society often tends 

By Shutterstock, Public Sourcing
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to be change-averse, especially in terms of scientific ad-
vancement into a new field. Historically, medical procdures 
that people were originally averse to were studied further, 
normalized, and widely accepted. One example of such an 
advancement is IVF, a procedure that helps many couples 
have children, generally increasing the welfare of these in-
dividuals. Had initial aversion to the idea of “test-tube ba-
bies” been allowed
to stunt the progress of IVF, many couples that wanted a 
biological child would never have had the ability to do so. 
IVF’s normalization exemplifies society’s ability to over-
come repugnance in the cases where general welfare may 
be increased and where substantial potential violation of 
principles or rights is not at stake. Outlawing a beneficial 
market to abide by society’s change averse ways must be 
avoided, if possible.

Given that a kidney’s value is biologically rooted, the 
corruption principle, which is the idea that some goods can 
be sold but should not be sold because the goods might be 
degraded by market valuation, is not applicable in the case 
of kidney markets. The corruption principle outlines an ar-
gument that valuing a kidney causes harm. But, due to the 
differences between a kidney and the relationships to which 
the corruption principle is applicable, non-maleficence is 
upheld. In What Money Can’t Buy, Michael Sandel outlines 
the corruption principle, which encompasses the “degrad-
ing effect of market valuation and exchange on certain 
goods and practices”.10 Sandel provides two examples: that 
of bought apologies in which someone pays for a service 
that writes and delivers an apology to the person that the 
buyer has wronged and that of a market for adoptions. He 
is correct to point out that if bought, the apology would be 
less meaningful and have a negative impact on the relation-
ship between two individuals. An apology is only valuable 
because it signifies that one individual has reflected on the 
way that he has harmed the other and is expressing both 
guilt over doing so and a wish to rebuild the relationship. Its 
value is intrinsically based on the relationship. If it is paid 
for and the reflection is done by a third party, the apology 
loses its significance because the individual giving the apol-
ogy has not reflected on the mistake or the importance of 
the relationship. Secondly, if the apology, a symbol of the 
giver’s appreciation for and wish to rebuild the relationship, 
is paid for, it is assigned a monetary value. This amount is 
transitively equal to the value of the relationship, in the giv-
er’s eyes. Thus, paying for a third party to give an apology 
monetizes and degrades the relationship between the pro-
vider and the recipient of the apology, which is constitutive 
of the value of the good. However, this degradation is not 
applicable. The value of a kidney is biologically rooted and
based entirely on its ability to complete its function as an 
organ and purify bodily toxins. A kidney is not made more 
valuable if it was previously the kidney of a loved one or a 
stranger; the relationship between the buyer and the seller 

does not impact the kidney’s ability to perform its biologi-
cal function, so said relationship thus has no ability to de-
grade the value of the kidney.

Sandel’s second example about the degradation of chil-
dren as goods also does not apply in the case of a kidney 
market. In the example of children, Sandel states that while 
it would be possible to create a market for adoption, do-
ing so would “corrupt the norms of unconditional parental 
love; the inevitable price differences would reinforce the 
notion that the value of the child depends on” certain traits 
like intelligence or race.10 Sandel is correct in asserting that 
a market for children would degrade the child, partly be-
cause the parent’s attitude towards the child is constitutive 
of the value of the child. In this case, the child would be 
degraded because the relationship between the parent and 
child would be degraded. However, a kidney’s value is based 
only on its ability to function biologically, not on feelings 
of love and respect between an ndividual and their kidney, 
which would in this case be the good. Thus, the individual 
would value the kidney based on its biological ability and 
buying the kidney would not cause the individual to have 
a negative relationship with the kidney. Even in the case 
where an individual had negative feelings toward their kid-
ney, this relationship is not constitutive of the value of the 
kidney, and the organ would thus not be degraded.

Lastly, Sandel is incorrect to present the idea that a 
kidney market would degrade not just the kidney, but in-
terpersonal relationships as a whole. He claims that by even 
offering the possibility of one individual selling another one 
a kidney, the kidney market would degrade interpersonal 
relationships.10 People would begin to perceive others not 
as individuals in their own right, but rather as a source of 
organs. However, the idea of an individual being a “source” 
of an organ for another individual would not be introduced 
by a kidney market – it already exists in the forms of or-
gan donation, surrogacy, and egg donation, none of which 
has objectified all individuals and degraded all interper-
sonal relationships. Thus, the idea that such a degradation 
would emerge alongside the legalization of kidney sales 
is extremely overblown. In the cases that Sandel presents, 
valuation of a good leads to corruption and harm to a rela-
tionship between two individuals. However, in the case of 
valuing kidneys, the principle of nonmaleficence is upheld,
as no harm is done to the kidney or the relationship be-
tween the individual and their kidney through violation.

Conclusion

The global shortage of kidneys could be mitigated 
through the creation of a legal market for kidneys, which 
would increase the welfare of everyone waiting for a kidney 
transplant, whether or not they could purchase a kidney, 
and the sellers of kidneys. Restricting such a market en-
courages black market sales, causes a barrier for an increase 
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in the population’s general wellbeing, and imposes pater-
nalistic restrictions on a potential donor’s bodily autonomy.
Counterarguments towards a kidney market include the ex-
acerbation of health disparities, repugnance, and the claim 
that market valuation will degrade and corrupt the value of 
the kidney. While it is true that health disparities might be 
exacerbated, improving the health of individuals
across all socioeconomic statuses and a general increase 
in welfare should be prioritized over an abstract commit-
ment to equality. In order to minimize the creation of health 
disparities, the potential for creation of a market in which 
the government is the only authority to be able to legally 
purchase and allocate kidneys could be further explored.3 

Further, neither the corruption principle nor an initial re-
pugnance to a kidney market is not enough to discard the 
idea. The corruption principle does not apply to kidneys, 
and historically, repugnance has been overcome, allowing 
new technologies to become widespread, increasing wel-
fare. Lastly, many anti-legalization arguments that people 
will be coerced and threatened into selling kidneys or that
the legalization of a kidney market will degrade interper-
sonal relationships are equally likely in kidney donations 
and are overvalued. Overall, while there are some risks as-
sociated with kidney sales, these are outweighed by the vast 
increase in population health across socioeconomic status
that would occur if kidney markets were legalized and fa-
cilitated. Future papers may consider the potential impacts 
of government intervention in the negotiations, a price cap 
on kidneys like that which exists in Iran, and the value that 
should be assigned to kidneys from different individuals.
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Bioethics-in-Brief
China’s Clinical Research Ban on Germline Genome 
Editing: Should Other Countries Follow Suit?
Manav C. Parikh

In July of 2024, the Medical Ethics Subcommittee of 
the Ministry of Science and Technology of the People’s 
Republic of China released a comprehensive set of ethi-
cal guidelines governing germline gene editing research in 
the country. The guidelines explicitly prohibit any clinical 
research that involves altering the DNA of eggs, sperm, or 
early embryos in a way that could be passed down to future 
generations (Robinson 2024).

Given the rapid advancements in genetic engineering, 
particularly since the advent of the CRISPR-Cas9 system 
in 2012, China’s moratorium on germline editing research 
appears justified. Their primary source of hesitation to al-
low such research stems from scientist He Jiankui’s ground-
breaking 2018 germline editing experiment where he cre-
ated the first genetically modified twin babies. As there was 
not a clear unmet medical need for such germline editing to 
occur and the experiment was conducted without approval 
from a higher institutional ethics board, the scientific com-
munity was quick to denounce the project and Jiankui was 
sentenced to three years in prison for illegal medical prac-
tices (Robinson 2024). Since then, scientists have been more 
cautious about conducting such research, but the question 
remains if such research is too dangerous to allow to occur? 
Or do the benefits of the technology and recent positive de-
velopments for rare otherwise-incurable diseases outweigh 
such risks?

The ban has sparked a debate about the necessity and 
relevance of germline genome editing research. Recently, 

many novel approaches and therapeutics have been devel-
oped for gene editing in somatic or non-germline cells. In 
2023, the FDA approved the first cell-based gene therapies 
for some patients with sickle cell disease. The therapeutic, 
using CRISPR Cas9, modifies patients’ hematopoietic stem 
cells to correct for a mutation in hemoglobin that causes 
limited oxygen delivery in these patients (FDA 2023). Gene 
editing in this case was the most viable option as previously 
the only viable method for treatment of this disease was a 
bone marrow transplant, a procedure that is associated with 
significant toxicities and fatal outcomes (Ashorobi 2023). 

Similarly, proponents of human germline editing have 
pointed out that germline editing could be a better option 
than current methods of preimplantation genetic testing 
(PGD), sperm washing, and in-vitro fertilization (IVF), 
such as in cases where parents have two copies of the gene 
that carries a disease and will affect all offspring with a dis-
order (Nordgren 2019). In addition, many scientists have 
noted that research on germline embryo editing should 
continue as germline editing could prevent multiorgan dis-
orders and multigenerational effects unlike somatic gene 
editing. 

Opponents of research, like the Chinese, have been 
drawn to the clinical risks and oversight issues. Although 
multinational scientific and ethical oversight committees 
have been set up to assess research cases in which heritable 
editing occurs, questions about long term effects and un-
intended consequences in humans still have not been ad-

By The Economist, Peter Schrank (2018), Public Sourcing
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dressed. In 2019, pioneers of the CRISPR technology such 
as Feng Zhang and Emmanuelle Charpentier called for a 
temporary moratorium on all germline gene editing, to first 
discuss the ethical issues surrounding such technologies. 
Zhang stated, “The moratorium is a pause. Society needs to 
figure out if we all want to do this, if this is good for society, 
and that takes time. If we do, we need to have guidelines 
first so that the people who do this work can proceed in a 
responsible way, with the right oversight and quality con-
trols” (Bergman 2019). Expert views on the moratorium 
have not seemed to change since then as leading scientists 
at the 2023 Third International Summit on Human Ge-
nome Editing came to the consensus that heritable genome 
editing is still impermissible (Royal Society 2023). 

The central question is whether the potential long-term 
benefits of germline editing outweigh the current risks and 
the uncertainties surrounding its long-term effects. China’s 
current ban on clinical research does not prevent any clini-
cal research from occurring ever in the future, however. 
The guidelines state that such germline research can occur 
when all benefits, risks, and alternatives are considered, and 
broad ethical and social consensus is achieved. The interna-
tional debate on germline editing is ongoing and will likely 
intensify as scientists continue to make breakthroughs in 
this field.
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Bioethics-in-Brief
Food Access Around the World: Examining a Health Policy 
Problem from a Bioethical Lens
Ashrit Challa

Although the stereotypical picture of food inaccessibil-
ity is starvation, there is no mistake that a lack of proper 
food access can lead to other complications. In the island 
nation of Nauru, which ranks as the country with the high-
est rate of obesity, about 75% of deaths on the archipelago 
are due to diabetes, hypertension, or cardiovascular prob-
lems, all of which are complications of their poor diet.1 
Again, working with a stereotypical idea of obesity, we are 
prone to assuming that this is a result of poor diet choices. 
But the truth is that because of the conditions of the coun-
try, such as a past history of extensive phosphate mining, it 
is difficult to grow food in present-day Nauru. As a result, 
the country relies on cheap, unhealthy Western imports; in 
other words, the high rate of obesity is not due to poor diet 
choices, but rather an inability to make good diet choices.2

Whether someone has access to only unhealthy food 
or limited access to food at all, the problem remains the 
same: numerous parts of the world experience difficulty in 

accessing food. For example, the United Nations estimates 
that anywhere from 691 to 783 million people around the 
globe faced hunger in 2022.3 While distinct from the prob-
lem that residents of Nauru face, lack of access results in an 
improper diet, which makes it impossible for those who go 
hungry to solve their nutritional problems.

Even in nations where there may be enough food, the 
distribution of that food limits the access of individuals 
with lower socioeconomic status; in India, over 300 mil-
lion tons of crop produce were recorded in the 2020-2021 
season, but the country still has an incredibly low Global 
Hunger Index.4 Alternatively, certain individuals may sim-
ply live in food deserts, where factors such as lack of robust 
transportation options, crime, and pricing preclude these 
individuals from being able to produce healthy foods.5

Therefore, where there is enough of the right types 
of food, governments can support efforts to mitigate food 
deserts through the implementation of community gardens 

1https://borgenproject.org/obesity-in-nauru/
2https://www.npr.org/sections/goatsandsoda/2015/09/22/442545313/the-people-of-nauru-want-to-get-healthy-so-why-cant-they-succeed
3https://www.un.org/en/global-issues/food#:~:text=According%20to%20the%202023%20edition,million%20people%20compared%20to%202019.
4 https://www.indiatimes.com/explainers/news/why-india-is-experiencing-an-alarming-rate-of-hunger-585248.html
5 https://www.thelancet.com/journals/eclinm/article/PIIS2589-5370(23)00067-6/fulltext#secsectitle0140



23

Penn Bioethics Journal          V
olum

e X
X

, Issue i

6 https://www.wma.net/policy-tags/healthy-lifestyle/
7 https://www.wma.net/policy-tags/nutrition/
8 FAO, IFAD, UNICEF, WFP and WHO. 2024. The State of Food Security and Nutrition in the World 2024 – Financing to end hunger, food insecurity and 
malnutrition in all its forms. Rome.
9 Murray S, Gale F, Adams D, Dalton L. A scoping review of the conceptualizations of food justice. Public Health Nutr. Published online January 22, 2023. 
doi:10.1017/S1368980023000101

or affordable grocery stores. The World Medical Associa-
tion’s previous statements and policy tags on nutrition and 
a healthy lifestyle make excellent points, but to be followed 
the world needs better access to healthy food.6,7 Alternative-
ly, in nations with problems of starvation, import, or distri-
bution, a larger-scale solution should be implemented. Phy-
sicians should call on global governments to collaborate 
with the help of organizations such as the UN and WHO 
to improve the infrastructure that provides food to citizens.

Most recently, the UN released a report titled “The 
State of Food Security and Nutrition in the World 2024”.8 
The report was somewhat bleak, demonstrating that over 
a third of the global community was unable to afford a 
healthy diet in 2022, and that the world was still far away 
from the Sustainable Development Goal of Zero Hunger by 
2030. As such, it is increasingly evident that this issue de-
serves greater attention from a wider array of professional 
perspectives, one of which must be the bioethical perspec-
tive. While food accessibility is traditionally viewed as a 
health policy issue and not a bioethical issue, a bioethical 
perspective is valuable in monitoring the evolving global 
situation. Food accessibility is closely linked to the broader 
concept of food justice; while food justice as a concept cov-
ers a broad array of topics, at its roots it is related to social 
justice and universal access to healthy food, both of which 
are even further rooted in the bioethical value of justice 
itself.9 The quality of our health is heavily dependent on 
our diet, and everyone deserves to have the chance and the 
choice to improve both of these matters.
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